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ABSTRACT
Recent years have brought the exploration of embodied reinforce-

ment learning agents in a variety of domains. One of the advantages

of artificial agents is that they can obtain visual inputs simultane-

ously using multiple input devices. This work explores multi-view

reinforcement learning for object navigation tasks in 3D rendered

virtual home environments using AI2-THOR. We trained CNN

based Deep Q-learning embodied agents with egocentric, allocen-

tric, and combined egocentric-allocentric perspectives to locate an

object in an unknown environment. We compared the results of the

three RL agents, and evaluated them by both reward improvement

rate, and reward obtained. We demonstrate that the egocentric

perspective allows for faster reward accumulation in the earlier

episodes, whereas the allocentric agents obtained better long-term

rewards. Interesting results arise from the combined allocentric and

egocentric perspective, where we found that the agent had the best

overall results by harnessing the benefits of each perspective. The

results show that while single perspective embodied agents each

have their own advantages, combining both inputs yields the best

overall reward. Our findings provide a foundation and benchmark

for building embodied RL agents with multi-view perspectives.

CCS CONCEPTS
• Computing methodologies→ Artificial Intelligence, Machine
learning.
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Embodied Agent, Object Navigation, Computer Vision, Deep Rein-
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1 INTRODUCTION
An important area of artificial intelligence research is the use of

embodied agents that interact with the environment. While the

environment can be real or simulated, the basic premise remains the

same: the embodied agent is present in the environment and acts

within it, gaining knowledge of the world in which it resides. Em-

bodied agents perform three main types of navigation tasks: visual

exploration, visual navigation, and embodied Q&A [5]. The task of

visual navigation can be further decomposed in point navigation,

object navigation, navigation with priors, and vision-and-language

navigation [5]. We focus specifically on the task of object naviga-

tion, where the embodied agent is required to find a labeled object

in a new environment.

With the recent advancements in deep learning, deep reinforce-

ment learning techniques are being applied to embodied agents

for object navigation tasks [2]. Reinforcement learning (RL) agents

learn to discover objects in an environment by performing a se-

quence of actions that maximize the expected reward. Deep learning

based RL agents often require a tremendous amount of generated

samples, making them impractical in many real-life settings [19].

Thus, sample efficiency becomes an increasingly important issue

for embodied RL agents.

Traditionally, only a single perspective of the state space is passed

to the RL agent. However, drawing on more than one perspective

of the environment should add additional information for the agent

to act upon. Consider the example of driving a car - the driver’s

perspective shows immediate actions and obstacles, whereas road

maps provide information about the current location and the des-

tination. For embodied agents, it is often the case visual inputs

from multiple cameras are available. Thus RL agents should be

designed to process information from these different perspectives.

Very few works have tackled multi-view reinforcement learning

tasks. Recently, Li et al. proposed a framework for multi-view RL

1
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via cross-view policy transfer [10]. Chen. et al. combination of mul-

tiple views from via different vantage points for robotics control [4].

As far as we are aware, there has not been any work that tackles

multi-view RL for embodied object navigation.

In this work, we want to investigate whether a deep RL agent

can effectively combine multiple visual inputs of an environment

for the object navigation task. We also want to benchmark the

multi-view agent against RL agents trained solely on the egocentric
or the allocentric perspective. We define egocentric as the first-

person perspective captured by a camera mounted the agent and

allocentric as a top-down view that captures the entire scene [8].

Our object navigation experiment are virtual home environments

that are rendered virtually using environment AI2-THOR [9]. We

task the agents with locating an object in a living room under

different levels of difficulty. We used the standard Deep Q-Learning

(DQN) agent based on the convolutional neural network (CNN)

[13]. To combine two different views, we constructed a dual input

CNN by concatenating the latent representation of two identical

CNN subnetworks. To keep network architecture consistent, each

of the CNN subnetworks is identical to the CNN used in single

perspective CNN.

Our experiments demonstrate that CNN-based DQN agents can

effectively capture information from both perspectives. While learn-

ing from a solely allocentric or egocentric perspective has different

advantages, combining both inputs yields a superior performance

to either individually. Our work makes two main contributions:

• First, we compare the performance of egocentric versus allo-

centric DQN agents for embodied object navigation.

• Secondly, we show that combining multiple visual inputs

in the latent space is advantageous for embodied deep RL

agents.

2 BACKGROUND
Our work involves aspects of deep RL, object navigation, and em-

bodied agent design. In this section, we outline the background

information for key concepts discussed in later sections.

2.1 Object Navigation
Most classic navigation methods focus on using geometric mea-

sures to find an optimal path to a goal. Object navigation is a subset

of the semantic navigation problem where an agent needs to dis-

cover objects through their relationships within an environment [5].

Object navigation requires both spatial and conceptual information.

Embodied agents and human beings store information differently.

The inner working of the human brain remains mostly a mystery.

However, the representation of both spatial and semantic informa-

tion appears to be entangled in the brain [22]. The key to object

navigation is to build a system that can bridge the gap between

spatial and semantic information [7]. In this work, we focus on how

to formulate object navigation as an RL problem in a virtual home

environment.

2.2 Perspective and Views
In spatial representations, how relationships between objects and

the viewer are defined provides different information encodings.

The egocentric perspective relates objects in the scene with the

agent itself [8]. In the allocentric perspective, object locations are

represented in terms of each other, independent of the agent’s

location [8]. Specifically relating to agents for object navigation,

the egocentric perspective is important as it encodes the immediate

actions available to the agent. Conversely, the allocentric view

provides a spatial mapping of the environment, and is more suitable

for long-term planning. In computer vision, state-spaces can be

represented from different vantage points. While the use of a single

vantage perspective is considered single-view, combining various

vantage points is called multi-view [10]. The use of multi-view

reinforcement learning has been explored in relation to DQNs in

the context of robot arm manipulation [4] and Atari games [10].

2.3 Deep Q-Networks
Deep Q-Networks (DQNs) are RL agents that approximate the op-

timal Q-Value function [15] using deep neural networks[13]. The

original DQN network was able to achieve super human level per-

formance in Atari 2600 games. To estimate the Q-Value function,

the DQN is trained using experience replay, which stores a series

of N previous transitions. The update equation for Q-Values (which

we build on later) is as follows:

𝑄 (𝑠𝑡 , 𝑎𝑡 ) ← 𝑄 (𝑠𝑡 , 𝑎𝑡 ) +𝛼 [𝑅𝑡+1 +𝛾𝑚𝑎𝑥𝑎𝑄 (𝑆𝑡+1, 𝑎) −𝑄 (𝑠𝑡 , 𝑎𝑡 )] (1)

Since the conception of DQNs, their successes have been built

upon, and applied to a wide variety of problems across varying do-

mains. DQNs have been used in business for stock market portfolio

management [6], for cloud computing workflow management [17],

and in the energy sector for HVAC system balancing [1]. DQNs

have also been applied to the field of vision for unmanned aerial

vehicle (UAV) obstacle navigation in three dimensions [18] and

object navigation in indoor scenes [23].

2.4 AI2-THOR
We use AI2-THOR to setup our experiments. AI2-THOR is devel-

oped by the Allen Institute research for embodied agent research

[9]. It renders realistic home environments that can be used for vi-

sion based object navigation. AI2-THOR supports as various home

environments such as kitchen, living room, bedrooms and bath-

rooms. The agents can perform both discrete and continuous action

with the option of adding stochasticity. AI2-THOR is mostly used

for testing emobodied agents for tasks such as object navigation

and instruction following. See https://github.com/allenai/ai2thor.

3 PROBLEM STATEMENT
Embodied agents can gather information in a multi-modal and

multi-sensory fashion. Visual inputs from different perspectives

can be easily gathered throughmultiple cameras. For example, when

designing a home assistant robot, we can have camerasmounted in a

fixed location to observe the entire room and a mobile one the agent

itself. We call the fix-angle perspective the allocentric view and the

mobile perspective the egocentric view. The natural question arises

whether an embodied agent trained using a deep reinforcement

learning framework can take advantage of both information. Thus,

our experiments revolve around two search questions.

RQ1:What are the performance differences between an egocentric

RL agent and an allocentric RL agent.

2



233

234

235

236

237

238

239

240

241

242

243

244

245

246

247

248

249

250

251

252

253

254

255

256

257

258

259

260

261

262

263

264

265

266

267

268

269

270

271

272

273

274

275

276

277

278

279

280

281

282

283

284

285

286

287

288

289

290

Exploring Multi-View Perspectives on Deep Reinforcement Learning Agents for Embodied Object Navigation in Virtual Home Environments
CASCON ’21, Nov 22–26, 2021,

291

292

293

294

295

296

297

298

299

300

301

302

303

304

305

306

307

308

309

310

311

312

313

314

315

316

317

318

319

320

321

322

323

324

325

326

327

328

329

330

331

332

333

334

335

336

337

338

339

340

341

342

343

344

345

346

347

348

Figure 1: DQN architecture used to approximate the Q-value function for both dual (top) and single (bottom) perspective.

RQ2: Can an RL agent take advantage of both egocentric and allo-

centric information from two separate visual inputs.

4 METHODOLOGY
We used a CNN-based DQN network to train our embodied agents.

The architecture is similar to [13] which uses a CNN DQN frame-

work for atari games. For the multi-view agent, we concatenated

the latent space of two CNNs before the final prediction layer. Our

agents are trained for object navigation tasks in the AI2-THOR

environment that renders the photo-realistic indoor scenes for em-

bodied agents. The performance of the agents is evaluated based on

both reward improvement rate and and the optimal policy reward.

The details are outlined in this section.

4.1 Single and Dual Input CNN
We use a CNN neural network to approximate our Q-Value function.

The input is a three-channel RGB image with dimensions 256 by 256.

We use three convolutional layers to downsample the image into a

latent representation. The first convolution layer has 32 channels

with a kernel size of 8 and a stride of 4. The second convolution

layer has 64 channels with a kernel size of 4 and a stride of 2. The

last layer has 32 channels with a kernel size of 3 and a stride of 2. We

then flatten this layer, and connect it to a fully connected linear layer

of dimension 512. The ReLU activation function was used for all

layers except the final output. The output layer has four dimensions

which represent Q-Values for MoveForward, MoveBackward,

TurnLeft, and TurnRight. We use this architecture for both the

egocentric and allocentric agents.

We use a similar architecture for our dual input network. The

dual input architecture has two separate single-channel CNNs to

downsample both images. However, we stack the latent representa-

tion of both single-channel CNNs together before passing to the

final layer. Thus, the network should weigh both input information

equally by default. We chose to keep the architectures of both net-

works as similar as possible to facilitate a comparison between the

information gained using a single-view compared to a multi-view.

4.2 Deep-Q Learning
We followed the standard Deep Q-learning framework as outlined

in [11]. In order to use our dual CNN, we modified the Q-learning

algorithm with our novel network architecture. Our method is

trained using raw images generated from the AI2-THOR. The idea

is to calculate the Q-value from given images directly using a deep

neural network. For each (𝑠𝑡 , 𝑎𝑡 , 𝑟𝑡 , 𝑠𝑡+1) tuple generated, we update
the Q-value with a learning rate 𝑎 = 0.5 using the Bellman Equation.

To update our sample independently, we implemented experience

replay with a Deque memory structure of size 5000. For every

10 steps, we sample a batch of 64 images to backpropagate our

neural network with a learning rate of 0.001. The agent acts in a

𝜖−𝑔𝑟𝑒𝑒𝑑𝑦 policy with a decaying exploration rate. The randomness

of sampling ensures that updates are not correlated with the current

action thus avoiding local minima. A detailed description of our

Deep Q-learning algorithm is shown in Algorithm 1.

3
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Algorithm 1: Deep Q-learning algorithm

1: Initialize weights with replay buffer D
2: repeat (for each episode)

3: for each step do
4: Observe state s𝑡 and select a𝑡 ∼ 𝜋 (a𝑡 , s𝑡 )
5: Execute a𝑡 and observe next state s𝑡+1 and reward

r𝑡 = 𝑅(s𝑡 , a𝑡 )
6: Store (s𝑡 , a𝑡 , r𝑡 , s𝑡+1) in replay buffer D
7: for each sample do
8: sample e𝑡 = (𝑠𝑡 , 𝑎𝑡 , 𝑟𝑡 , 𝑠𝑡+1) ∼ D
9: Target Q-value:

10: 𝑄∗ (𝑠𝑡 , 𝑎𝑡 ) = 𝑟𝑡 + 𝛾𝑄𝜃 (𝑠𝑡+1,max𝑎
′ 𝑄𝜃 (𝑠𝑡+1, 𝑎

′))
11: Gradient descent on 𝐿(𝑄∗ (𝑠𝑡 , 𝑎𝑡 ), 𝑄𝜃 (𝑠𝑡 , 𝑎𝑡 ))
12: until s is terminal

Figure 2: Easy Scenario, left, Hard Scenario, right

5 EXPERIMENTS
We designed three separate agents, each with a different view of

the environment. The egocentric agent takes the first-person view

of the environment, while the allocentric agent takes the top-down

view of the environment. These two agents use the sameCNN-based

DQN architecture. The dual-perspective agent uses our novel dual-

input CNN architecture. It takes both the allocentric and egocentric

images as input for policy learning.We evaluate the performances of

these three agents based on reward improvement rate and optimal

policy reward. Simple and hard tasks are evaluated separately.

We trained our agents for 100 episodes for the easy scenario and

200 episodes for the hard scenario. We conducted our experiment

on Ubuntu 20.04 with an Intel i7 CPU and an Nvidia RTX2070 8GB

GPU. Each episode takes approximately 5 minutes to train, with a

combined training time of 75 hours.

5.1 Task Setup
To answer our research questions, we set up an RL environment for

an embodied object navigation task. The objective of our RL agents

is to navigate and find an object in an unknown environment. We

chose a cardboard box as the target object and in a living-room

setting. To test our methods, we designed two scenarios to train

our RL agents. We call the first scenario the easy scenario where

the box is relatively close to the agent. The optimal policy only

requires 32 actions to reach the box. The agent needs to learn how

to turn and navigate to the box directly. The second scenario is the

hard scenario where the box is relatively difficult to discover. The

optimal policy for this scenario is 65 actions. The agent needs to

learn to navigate towards a target while avoiding collision with

obstacles. The top-down view of both scenarios can be seen in 2.

5.2 RL Settings
Our agent was trained in a 3D living room environment in AI2-

THOR. Since AI2-THOR does not have a native RL library, we

had to define and implement action space and reward functions

from scratch. The state of the environment is captured by both the

egocentric image and the allocentric image. Both images are a 256

by 256 RGB array generated through the THOR API. To simplify

our action space, we discretized our agent’s action space into four

types: MoveAhead, MoveBack, TurnLeft, and TurnRight. For

the two movement actions, we set the distance to 0.25m for each

step. For TurnLeft and TurnRight we set the rotation angle to

90°. Thus, each physical coordinate location in the environment

will have four pairs of images available to the agent.

We designed the reward function to encourage exploration while

avoiding obstacles. When our agent conducts a turning movement,

or the action MoveBack, the agent gets a reward of -1. This is

designed to discourage unnecessary movements by the agent. For

the MoveAhead action, we give the agent a neutral award of +0.

We designed it to encourage the agent to explore the environment

while moving constantly. When the agent has collided with the

wall or an obstacle during training, we penalize the agent -10. The

negative award is used to help the agent to recognize obstacles and

dead-ends. Finally, when the agent has found the target object, we

gave it a large +100 reward. We define the successful termination

condition as when the agent is 0.5m away from the target object

while facing the object directly. A budget of 1000 movements is

given to the agent. When this is exhausted without finding the

target object, we terminate the episode for a new start.

5.3 Evaluation Criteria
Our agents are evaluated based on two criteria: the reward im-
provement rate and the optimal policy reward. We define reward

improvement rate as the average number of episodes the agent

needs to achieve a particular reward. For example, it takes agent

one 20 episodes to achieve an average reward and 40 episodes for

agent two. We can say that agent one has a faster reward improve-

ment compared to agent two. The maximum reward in our setup

is 100, and we split the rewards by an interval of 20. The optimal

policy reward is the highest average reward for each agent given a

set number of training episodes. We use a moving average of size

five to smooth out our reward calculation.

6 RESULTS AND DISCUSSION
We compared average reward and episode length for all three agents

for each of the two settings. Table 1a and 1b shows the reward

improvement rate for each agent. Since episodic rewards depends

on number actions taken, thus we use a range of -60 to 60 with an

interval of 30 for the hard setting, and 0 to 60 with and integral

of 20 for the easy setting. The first row of the two tables shows

the reward interval, and the rest of the rows show the number of

episodes needed. Final rewards are listed in the last column. Figure

3a and 3b show a moving average reward for every 20 episodes

trained. These graphs demonstrate how each agent improves their

4
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Reward Interval -60 -30 0 30 60 Final-Rwd

Ego-Episodes 84 102 109 133 NA 59.97

Allo-Episodes 103 111 118 132 167 67.58

Comb-Episodes 86 104 110 125 178 67.04

(a) Easy setting.

Reward Interval 0 20 40 60 Final-Rwd

Ego-Episodes 27 34 47 91 62.55

Allo-Episodes 23 30 41 64 71.94

Comb-Episodes 12 15 21 32 84.16

(b) Hard setting.

Table 1: Episodes required for reward.

policy over time. We run each setting 5 times and the average

rewards across them are used for comparison.

6.1 RQ1. Allocentric vs Egocentric Comparison
In the easy setting, allocentric agents seem to have a performance

advantage in both reward improvement rate and optimal rewards

comparing with egocentric agent. This setting is easy enoughwhere

both agents can achieve a reward of 40 within 50 episodes trained.

Overall the performances of both agents are comparable to another.

In the hard setting, the advantages of each agent become more ap-

parent. The egocentric agent has a faster reward improvement rate

than the allocentric agent in earlier episodes. It takes 84 episodes

for allocentric agents to have a reward higher than -60 while taking

103 episodes for the egocentric agent. However, this speed advan-

tage disappears when more episodes are trained. After 200 episodes,

the allocentric agent achieves an optimal reward of 67.58 compar-

ing to the egocentric agent, which achieves an optimal reward of

59.97. In addition, we qualitatively analyzed trajectories for each

agent. We believe that egocentric is better at avoiding collision with

obstacles such as chairs and tables, which gives a large negative

reward. Allocentric agents have complete information about the

map, thus, can obtain a better long-term policy. These results an-

swer our first research question regarding advantage of egocentric

versus allocentric agents.

6.2 RQ2. Multi-View Agent Performances
In the easy setting, the multi-view agent performs significantly

better than the other two agents. We believe this is due to the extra

information given to the multi-view agent, where it can locate its

current state more easily. The easy setting only requires a small

number of actions making the extra information much more useful.

In the hard setting, our result indicates that the multi-view RL agent

has the advantage of both networks. It has a similar early reward

improvement rate advantage as the egocentric agent while having

the same high long-term performance as the allocentric agent. The

multi-vew agent achieved reward above -60 in 84 episodes and

achieved a final reward of 67.04. Our results indicate that our dual

network architecture can effectively leverage information from both

perspectives. The latent concatenation in our dual CNN architecture

seems sufficient for the agent to utilize both perspectives without

additional priors. A qualitative analysis also shows that the multi-

view agent learns to avoid obstacles in the same manner as the

egocentric agent while achieving almost identical optimal reward

as the allocentric agent. These findings confirm our assumption that

an CNN based RL agent can combine information form multiple

perspectives.

7 RELATEDWORK
Most RL algorithms only use visual inputs from a single perspective.

Thus very few works have tackled multi-view RL problems and

their applications. Chen et al. created a model to approximate the

Q-values from 4 images of a robotic arm to control its movement

in the x, y, and z directions [4]. They demonstrated that multi-view

inputs can be used to improve learned policies in robotic control.

Li et al. examined multi-view reinforcement learning problems

by extending the partially observable Markov decision processes

(POMDPs) through cross-view policy transfer [10]. They showed

that this extension reduces sample complexity and computational

time using multi-views in video games such as Pong. Although

both works tackle different aspects of multi-view RL problems, we

are the first work that exams multi-view RL in embodied agents.

In addition, our work is the first one to empirically compare the

performance of multi-view DQN agents against agents trained

solely on egocentric or allocentric input.

We use object navigation problems to evaluate multi-view em-

bodied agents. Unlike our approach, works in this area mostly focus

on a single egocentric perspective as input for an agent. Wijmans

et al. [19] have used the end-to-end RL method to achieve state-of-

the-art in point-goal navigation. Parisotto et al. [14] demonstrated

that having a structured memory in RL agents helps with data ef-

ficiency. Using similar ideas, Tamar et.al [16] proposed the Value

Iteration Network to solve path planning problems on a local level.

Bhatti et al. [3] used a learned SLAM map to play Doom with RL

agents. However, a fixed size tensor is not the only way to store

memory. Wu et al. [20] used a generative model, inspired by Gener-

ative Adversarial Networks (GANs), to learn a latent representation

of the environment as a graph neural network. Similarly, Yang et

al. [21] uses a pre-trained graph neural network to learn object

relationships. Liu et al. [12] used a neural-symbolic approach to

conduct object navigation with a planner for high level reasoning

and neural networks for object recognition. In contrast with these

works, we are the first to focus on object navigation with multiple

visual modalities.

8 CONCLUSION AND FUTUREWORKS
In this work, we implemented and compared embodied deep RL

agents based on egocentric and allocentric visual input for the task

of object navigation. We also proposed a dual-input CNN architec-

ture that has the ability to capture both state-space perspectives
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Figure 3: Episode -vs- Average Rewards

via a combined latent. We discovered that egocentric visual inputs

are better for obstacle avoidance, thus lead to better early policy

learning. Allocentric agents can learn a better policy in the long

run due to the presence of complete state information. Our results

also demonstrate that our dual CNN architecture has the ability to

capture the most relevant information from each perspective for

task completion. The network captures the benefit of both perspec-

tives, ultimately resulting in greater rewards and shorter policy

convergence. We have verified our hypothesis that embodied deep

RL agents can be trained to capture information from multiple per-

spectives in a beneficial way. For future work, we would like to

extend our approach to continuous actions with stochastic control.

The added complexity yields a more realistic setting to account for

factors such as fault tolerance. In addition, we would also like to

use other types of multi-input architectures for data fusion. We

want to incorporate more sensory information such as distance and

sound into our embodied agent design.
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